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1. Introduction   
!
This project takes advantage of the qualities of games in order to create a learning tool that will keep 
students engaged while working on their reading and writing skills within and outside the classroom. 
While interesting mechanics and attractive audiovisual content are essential for keeping the students 
interested, these are not sufficient to offer an effective learning experience for any student. Adaptation 
mechanisms are fundamental to make the game accessible and effective for a broad variety of 
students, each with her own particular needs and set of skills. This deliverable describes the different 
components and methods developed within the iLearnRW system that contribute to the personalisation 
and adaptation of the game. 

Using adaptation in games is not a new idea, in fact adaptation has attracted significant interest in 
game industry and academia, often aimed at enhancing engagement or enjoyment by tailoring the level 
of challenge   to individual players (see e.g. (Spronck, Sprinkhuizen-Kuyper & Postma, 2004) among 1

many others). In games for learning (or as matter of fact, any form of learning environment), while 
engagement is sometimes used, the ultimate aim of adaptation mechanisms is the achievement of a 
particular set of learning outcomes and the optimisation of the path towards achieving these goals. 

Games present numerous facets that contribute to better learning outcomes, but there are four elements 
in particular that are key towards achieving a personalised and effective learning experience. First of 
all, the game has to deliver the learning content (i.e. curriculum) in a sensible order (e.g. in a learning 
game about dyslexia the drop suffixing rule used in “making” should not be presented before basic “-
ing” suffixing). Second, the game should also take into account the student’s knowledge and skills to 
decide which content to teach next (e.g. if the student has not yet understood basic suffixing, the drop 
rule should not be presented yet). Third, within one playing session, the system should be able to 
combine activities and content that keep the student motivated and engaged (e.g. if the student is 
having difficulties learning the drop rule, then the system might inject activities for basic suffixing that 
the student already knows, thus increasing her moral). Forth and last, the content presentation should 
match the student preferences and skills (e.g. the speed of the text should not be too fast or too slow 
for the reading level of the student). 

In the field of intelligent tutoring systems (ITS), these four elements are often controlled by separate 
but dependent components referred to as the domain knowledge, student model, pedagogical, and 
communication modules, respectively (Beck, Stern, & Haugsjaa, 1996). In the iLearnRW system, the 
first two are already supported by the user profile (see User modelling deliverable, D4.1) while the 
communication module is integrated on the game development through the realisation of the teaching 
strategies (e.g. multi-sensory approach) and the text presentation services deployed in the server and 
described in deliverable D3.5. This deliverable, instead, focuses on the remaining module, the 
pedagogical adaptation module, that given the ideal order of the curriculum (i.e. specific difficulties), 
the literacy skills of the student, and her performance on the game, plans an optimal game session (or 
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lesson plan) that balances the goals of advancing in the curriculum, reinforcing already acquired 
concepts, and keeping the student engaged and motivated. 

In related work, this module is often hardcoded and in many cases considered trivial. However, the 
complexity involved in teaching adequately reading and writing to young students with dyslexia urges 
for a more careful and bottom-up design. Consider for instance the strong emphasis that it is usually 
given to overlearning (i.e. work on the same difficulty repeatedly in order to secure the learned 
concepts) in contraposition to the certain detriment of student interest when playing over and over the 
same activity. On the other end, when working too often on new difficulties the student might find 
herself losing at the game frequently which can be a serious factor for her (potential lack of) 
motivation and confidence. While a well-designed game may ease the challenges associated to interest 
and motivation, we believe that including a pedagogical module to a game-based learning software is 
necessary for delivering an effective learning experience. 

While there exist general teaching guidelines on how to structure a dyslexia intervention, practical 
wisdom is still an important part of the process. This has greatly limited the capabilities of current 
tools which cannot be used effectively without a close teacher supervision. Following the principles of 
participatory design used in other parts of the project,  we create a pedagogical module by trying to 
capture this practical wisdom from a large group of teachers specialised on dyslexia. Instead of 
organising a workshop session, we decided to set up a data-driven approach (via crowdsourcing) that 
would allow us to harness the knowledge of as many experts as possible, and machine-learn the 
techniques which are more frequently used. We argue that a data-driven approach via online surveys 
offers an alternative and possibly more suitable option for this task as it allow us (for the first time) to 
reach a much larger number of participants, and thereby obtain collective knowledge from a large set 
of experts on the matter (SEN teachers). 

In order to extract as much unbiased information from the survey as possible, we propose a 
computational method to find regularities within the responses. In particular, we propose an entirely 
new algorithm based on decision trees that can learn from annotations/answers given through rank-
based questionnaires. The great advantage of using the decision tree preference learning method is 
that it provides a highly expressive and human-readable computational model that can be validated by 
the experts in our consortium and, in general, provide an insight on the strategies used by experts to 
plan dyslexia interventions. 

In sum, the research described in this deliverable has four main objectives: 

1) Devise a method to inject pedagogical information into a game for learning or ITS based on 
crowdsourcing teacher expertise. 

2) Develop a new algorithm to infer human-readable models from rank reports which builds 
expressive (white-box) computational models. 

3) Provide an insight into the lesson planning practices of teachers of students with dyslexia. 

4) Create a pedagogical component for iLearnRW that in combination with other modules adapts the 
game sessions to provide a more effective learning experience.  
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The remaining of this document surveys related work on adaptation in ITS and games (Section 2), and 
provides the details of the adaptation mechanism (Section 3), the crowd-sourcing survey (Section 4) 
and the machine learning algorithm proposed (Section 5). Due to a moderate initial participation of 
teachers on the survey, we evaluate the models in the currently available dataset (Section 5) but we 
also keep running the data collection process at the time of writing of this deliverable. Hence, the final 
models to be included in the iLearnRW system in month 24 of the project (September 2014) will be 
described in an updated version of this deliverable submitted before the integration of the system 
(during summer 2014). This, and other future activities — including publication plans for this work — 
are described in Section 6.  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2. Related Work 
!
We analyse the research related to this deliverable from two separate perspectives. First, we locate our 
work within research on adaptation in learning technologies. Second, we highlight the contributions to 
the machine learning community with regards to the method proposed. 

2.1 Adaptation in learning technologies 

Adaptation has been for many years the main research objective in intelligent tutoring systems 
following the idea that an effective learning experience should be tailored to the student. As mentioned 
in the introduction, four modules can be often distinguished in an ITS and different forms of 
adaptation can be achieved in each of them.  

While research on the student and domain expert modules is vast (e.g. (Baker, 2007; D’Mello, Lehman 
& Graesser, 2011; Conati and Zhou, 2002; Grafsgaard et al., 2013)), we will not review that work here 
since this deliverable is not concerned with these parts of the system. For more details about that work 
can be found on the User modelling deliverable (D4.1) 

Regarding the communication module, significant efforts have been put towards creating more 
effective virtual tutors that express affective states (e.g. (Baker et al., 2006; Robison, McQuiggan and 
Lester, 2009)) or maintain dialogs that resemble human to human interactions (e.g. (Evens et al., 1997; 
Graesser, 2004)). Our game does not feature tutors and instead, learning is supported by presenting 
games that require students to perform literacy-related exercises. Nevertheless, iLearnRW provides 
basic tools (yet fundamental) of text presentation customisation (see Content presentation and 
adaptation deliverable for more details, D4.2).  !
The focus of this deliverable is on the pedagogical module which is responsible for planning the 
lessons (relying on the student and expert domain modules). This module is particularly important for 
content sequencing tutors where the curriculum needs to be taught along several sessions. In some 
ITS, this module is not present and the system relies on the teacher to pace the progress (Vanlehn, 
2005). We are avoiding this approach in order to provide systems that can provide one-to-one, 
personalised, teaching without the need of a human teacher at every step of the way.  

The simplest solution that does not involve constant teacher supervision was given in ELM-ART 
(Brusilovsky, Schwarz & Weber, 1996) and ELM-PE (Weber & Mollenberg 1994), two tutoring 
systems to teach programming; they feature a simple adaptation of the interface where the students can 
access any content (texts and exercises) but colours identify the appropriateness of contents according 
to a student model. In this project we aim to design an automatic method that does not require the 
student to choose the literacy content of her activities. 

Regarding autonomous adaptation mechanisms, it is worth mentioning that the lesson planning task 
has been divided in some studies into micro and macro adaptation. Macro-adaptation (Shute, 1993) 
refers to the selection of the general teaching strategy (e.g. teaching through examples or through 
theory) while micro-adaptation takes care of the low level decisions (e.g. selecting the next curriculum 
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element). The macro-adaptation layer is not present in our system as the game only supports teaching 
through exercises. 

Macro-adaptation is not that common, and most ITSs rely on a problem-test-feedback cycle (Shute, 
1995) that is combined with micro-adaptation based on a simple progression algorithm (see Anderson, 
1995; Koedinger, 1997; Aleven et al. 2004 among others). In short, the system presents the theory 
related to the current curriculum element (problem), then the student solves an activity about this 
element (test) and then the system informs the student about her performance (feedback). If the 
element has been learned successfully, then the system moves on to the next curriculum element, 
otherwise it repeats the same element again. In this project we search for a more advanced mechanism 
that rather than only focusing on progression, it counterbalances it with motivation and overlearning. 

In Stat Lady (Shute, 1995), an ITS to teach Math, an addition to the simple progression algorithm is 
devised in order to speed up the transition through elements mastered outside the system and to help 
students who get stuck in a particular exercise. Rather than relying on handcrafted rules, we use a 
crowdsourcing survey to create a similar module that will decide how to alternate materials over the 
overall linear curriculum. 

In Baker et al. (2006), supplementary exercises on the current topic are injected if the system detects 
that the student manages to find the correct solution to a problem through gaming (e.g. the student 
tries all the possible solutions really fast). In our system, gaming/cheating is not an issue as additional 
motivation to get the correct answer quickly is encouraged through game mechanics and rewards. 
Furthermore, the complete lesson plan is created on the fly opposed to only injecting exercises in 
exceptional cases. 

Overall – while this is not a fully inclusive survey of ITSs and game-based learning systems – it is 
apparent that research on the pedagogical component has not attracted much interest within the ITSs 
and game-based learning in recent years. Within this project we believe that this component is of the 
upmost importance in order to enable games and learning applications to handle large curricula 
effectively. This deliverable focuses on this module, and introduces a general method to create it 
automatically based on an expert survey. 

2.2. Decision trees and preference learning 

Machine learning (Mitchell, 1997) (ML) is a branch of artificial intelligence concerned with 
computational methods for automatic learning from data. These methods can be applied to find 
unknown relations among the variables or features in a given dataset; in particular, supervised learning 
algorithms can learn a function or model from a set of training examples that associate a set of input 
features with a set of target outputs. The learning process synthesises the mapping between the inputs 
and the output.  

Depending on the nature of the output, supervised learning algorithms can be classified as metric 
regression if the output is a continuous value, classification if the output is an item from a finite set 
(class) and preference learning if the output is an ordered set, ordinal class (rank) or ordinal relation.  

In this deliverable, we deal with ranks annotated by teachers, which restricts our tools to preference 
learning algorithms (Fürnkranz & Hüllermeier, 2010). These include powerful learning techniques 
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such as Gaussian processes (Chu & Ghahramani,2005;  Nielsen, Jensen, & Larsen, 2011; Abbasnejad, 
Bonilla & Sanner, 2011), support vector machines  (Joachims, 2002; Radlinski & Joachims, 2005; 
Bahamonde et al., 2007) and artificial neural networks (Pedersen, Togelius & Yannakakis, 2009). 
While these methods provide state-of-the-art prediction accuracies, they lack on expressivity; i.e. it is 
not trivial to interpret the relations between inputs and outputs captured by the model. 

In that respect, decision trees (Quinlan, 1986) are likely to be the most expressive learning algorithm 
as they generate a tree structure that can be interpreted effortlessly as a set of human-readable rules. 
Decision trees have been extensively used as a data modelling tool (Rokach, 2008) but they can only 
be trained using classes or continuous values. In this deliverable we introduce a new preference 
learning algorithm that allows us to construct decision trees based on ordinal data. This both helps us 
to create transparent adaptation mechanisms and – beyond the domain we investigate here – adds 
scientific value to preference (machine) learning at large.  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3. Overview of the adaptation mechanisms 
!
One of the most innovative features of the iLearnRW system — due to its lack of existence in other 
similar teaching tools for dyslexics — is its ability to recommend and plan the specific difficulties and 
activities a specific student should work on to improve her individual educational needs. When 
playing the game, the student will meet characters that casually request her help to solve particular 
problems or participate in events occurring in the virtual world. Note that these events and character 
encounters are not hardcoded and in fact, they will be prompted following a personalised teaching 
plan. This plan is assembled through 3 (conceptually) separated layers: a curriculum which details the 
order in which specific difficulties are more easily mastered, a user profile that tracks the progress of 
the student over the curriculum, and a short-term lesson planner that provides an optimal learning 
experience by varying the activities, specific difficulties and level of challenge in accordance to the 
user model, the curriculum and the recent performance of the student in the game. Ultimately, a 
content presentation module delivers the content through an adequate and personalised interface.  
The relation among these components is depicted in Figure 1. 

3.1. Curriculum (expert knowledge component) 

During the first year of the project a set of specific difficulties that Greek-speaking and English-
speaking learners with dyslexia face were identified. These are organised in language areas, and within 
each of them, the specific difficulties are ordered according to complexity (and thus, the most logical 
teaching order). 

To facilitate the construction of the lesson planner, the language areas are flattened yielding a single 
list of specific difficulties for each language. The experts at EPIRUS pointed out that for Greek the 
language areas are themselves ordered, which leads to a trivial flattening (the list of specific 
difficulties in one language area follows the list of difficulties of the previous area). The combination 
is not as simple in English according to the collaborators from Dyslexia Action, yet it follows the 
teaching points that were already specified in D4.1. While the organisation by learning areas leads to a 
more intuitive user profile, flattening them is a natural procedure from the lesson planner perspective 
as it better represents the linear progression of teaching in the classroom. 

3.2. User profile (student model component) 

The user profile contains a level of severity for each of the specific difficulties: mastered difficulty 
(level 0), difficulty that needs reinforcement (level 1), difficulty that has been presented but is not 
overcome (level 2) and difficulty that has not been presented or the student has made poor progress 
(level 3).  Based on this information, the user profile provides the current teaching point for each 
language area (i.e. the first difficulty with level of severity equal to 3). 

In D4.1, rules for downgrading the severity of a difficulty were proposed. In addition to those, 
upgrading rules will be incorporated to support the lesson planner functionalities. In particular, two 
rules have been proposed in line with current teaching methods: (1) the severity associated with a 
difficulty will increase if the student achieves a poor score on a related activity and, (2) when a 
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difficulty associated with a level of severity equal to 0 has not been presented for a long period, the 
severity is upgraded to level 1. 

An additional element of the user profile relevant for the lesson planner is the list of words that are 
problematic for the each individual student (tricky words); as this list is not assigned to a particular 
teaching point in the curriculum, we regard it as a special difficulty (referred to as tricky words) for the 
consideration of the lesson planner.  

318803 PUBLIC ! /!14 38
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3.3. Lesson planner (pedagogical component) 

The adaptation of the game scenarios is directed by the lesson planner. This module starts to function 
once the student logs into the game and it constantly estimates which learning activity should be 
recommended next in the Ghostbook (i.e. the play mode) or injected into the story in the game world 
(i.e. adventure mode). 

In particular, this module will adapt the game through the following 3 functionalities: 

1) Automatic selection of the next specific difficulty that the student should work on. 

2) Automatic selection of the game activity and level of challenge that should be used to work 
on that difficulty. 

3) Automatic selection of the words or sentences to appear in the activity. 

The selection of the next difficulty in this component is not based on the exact difficulties found in the 
curriculum, but based on their level of severity. A computational model is used to predict the severity 
of the difficulty that should be presented next; in more detail, the output of the model indicates 
whether the student should work on (a) the same difficulty as in the last game, (b) an difficulty not 
presented before, (c) a difficulty already mastered, (d) a difficulty that requires reinforcement or (e) 
the tricky words difficulty. This information is then combined with the user profile which produces a 
set of candidate difficulties from which the game can choose randomly. For instance, if the model 
estimates that the student should work on a difficulty already mastered, then the game can choose 
from any of the difficulties associated with severity 0 in the user model. 

Once the specific difficulty is selected, the planner proceeds to select a game activity. For each 
specific difficulty a number of games are enabled, and the planner utilises a predictive model to 
estimate the most appropriate and its level of challenge. In particular, the output of the model indicates 
whether the student should play (a) the same game as last or (b) a different game, and its challenge 
level, i) easy, ii) medium or iii) hard. The level of challenge in the games can be affected by the 
complexity of its literacy content but also by adjusting particular parameters of the mechanics (e.g. the 
amount of time that words are visible in whackamole). As the output is left generic, the model can 
potentially be combined with any type of activity after the designer or teacher have identified different 
levels of challenge. The different levels of challenge for the initial version of the activities were 
introduced in D3.5 but the Serious games deliverable (D5.3) will contain the levels of challenge for 
the final game scenarios.  

With the difficulty and the game fixed, the final choice is the content to play with. The services 
included in the server provide a list of words or sentences ordered by complexity for each specific 
difficulty. Thus, the selection of specific difficulty and level of challenge would be sufficient to query 
the server and pull appropriate content to fill the activity. However, we add an additional model that 
estimates the amount of tricky words to be included in the activity; in particular, from the total number 
of words used in the activity, whether (a) none, (b) less than half, (c) more than half or (d) all of them 
should be selected from the tricky words list. Furthermore, for activities where distractors are required 
(i.e. words from other difficulties that are mixed with the main difficulty presented), a final model 
estimates the severity of the secondary content, making a prediction among the same options as the 
selection of difficulty. 
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The predictive models utilise information from the activities played previously such as the severity of 
the specific difficulties, the game and challenge level, the amount of tricky words used and the 
severity associated with distractors. In addition to this contextual metrics, the student performance on 
those activities is also fed into the model. Following the suggestion from the dyslexia experts in the 
consortium, the performance is divided (when possible) into accuracy and speed.  

Additional inputs – such as physiological signals or verbal cues – providing explicit information about 
the mental state of the student could have been beneficial, and in fact, they were contemplated in the 
early stages of the project (Martínez, Bengio & Yannakakis, 2013; Knight, Martínez & Yannakakis, 
2013). However, this idea was dropped in favour of a system that can be easily distributed to schools 
around the globe as it is not limited by hardware beyond a tablet (e.g. physiological sensors). Within 
the tablet, one could use as input the camera to detect affect, but given the additional privacy issues 
that arise from such addition, together with the restrictions that it imposes to users (i.e. play in well-
lighted rooms well-in-front of the tablet camera) we decided to focus our research efforts on a 
different front. Finally, as the game does not make use of speech as input, affect verbal cues are 
directly not available. 

In sum, the pedagogical component is composed by a set of predictive models that select the optimal 
elements for the next game using information about the previous game sessions, and combining 
information from the user profile and the server services. 

3.4. Content presentation (communication component) 

Three main features are integrated within this final component. The first one is related to the teaching 
strategies which detail how feedback and tutorials need to be provided and emphasises the importance 
of the multi-sensory approach to learning. The second one refers   to general knowledge about content 
presentation for readers with dyslexia including for instance using short sentences and particular 
vocabulary. While these features are of great importance, they do not require tailoring to each student 
and will be simply integrated in the game development process.  

The third feature relates to the parameters for presenting text on the screen, such as font, background 
and speed. Evaluating automatically the preferred parameters for each student within the game is a 
highly complicated task that might go in detriment of enjoyment (i.e. student might need to go through 
a tedious calibration process involving seemingly unreadable text). Instead, we decided to provide 
manual customisable options which are commonly used in software accessible for readers with 
dyslexia (see Content adaptation and presentation deliverable, D4.2).  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4. Crowd-sourcing a lesson planner !
In line with the other design activities within iLearnRW, we have also involved users in the creation of 
the predictive models that support the lesson planner. In particular, we devised an on-line crowd-
sourcing survey that has been distributed to teachers with experience on one-to-one dyslexia 
interventions in order to capture their practical wisdom. 

In this survey, experts are not directly asked about their strategies with regards to overlearning or 
motivation. Instead, the survey presents case scenarios in which the teacher has to propose activities 
and difficulties for a hypothetical student whose speed and accuracy for each game are known. We 
believe that this format is advantageous because the knowledge of teachers about overlearning and 
motivations is expected to be intrinsic to their practise as opposed to self-aware methods. In addition, 
the information obtained with the scenario-based questionnaire is given in terms of a lesson plan built 
around games; hence we can train the model for our system without additional human expertise to 
interpret the results or translate them into a usable format. 

As the scenarios provide only information about the performance of the hypothetical student, the 
teachers are forced to implement a lesson plan disregarding physical manifestations of affect from the 
students.  As affect sensing is out of the scope of this project, this provides more valuable information 
to the models. On the other hand, it requires teachers to imagine that situation and put themselves into 
the right context; we believe, however, that despite this mental exercise, the implicit knowledge that 
teachers have developed throughout years of experience will be captured with this survey. The survey 
is formed in such a way to enable a context-rich situation for teachers and assist them relating to the 
situation at hand.  

In the remaining of this section we highlight the main features of this experiment including the 
protocol followed (section 4.1), the questions asked (section 4.2), the format of answers provided 
(section 4.3) and details about the participants of the crowdsourcing experiment. 

4.1. Protocol 

The survey starts with a simple consent form that the participant needs to accept before proceeding to 
the questionnaire (see Appendix A.1). After few pages describing the format of the survey (see 
Appendices A.2 through A.7), the participant is asked to provide basic demographic information, i.e. 
age, gender, number of years in education and number of years in dyslexia education (see Appendix A.
8). Optionally, the participant can provide her email address in order to receive further updates on this 
study. 

Once the demographics are collected, the participant is presented with 5 consecutive teaching 
scenarios (see Figure 2). For each of these scenarios, the participant has to select a difficulty, a game, 
and its content; after that information is complete for one scenario, the participant is presented with the 
accuracy and speed obtained by the hypothetical student and asked to prepare the next scenario based 
on that information. The performance of the hypothetical student is selected by sampling (using a 
uniform random distribution) all possible combinations of speed (high and low) and performance 
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(high, medium, low) across 4 consecutive scenarios (the performance of the last scenario is irrelevant) 
and taking into account the participant choices. Obtaining data for all possible combinations is 
unrealistic, but by sampling uniformly the space of possibilities, we can create a dataset that is 
representative of the models we try to infer resulting to more general models.   

After the participant has completed the 5 scenarios, a final page thanks her for participating and offers 
the possibility to replay a new sequence of scenarios. 

4.2. Questions content 

The questions presented for each scenario are formulated at the same semantic level used in a lesson 
planner – i.e. participants are not asked to choose one difficulty over the 100 difficulties existent in the 
English profile, or to choose the exact words that will be used in the activity. Note that, in practice, 
teachers rely on structured programs such as DILP to prepare their classes, and therefore the 
questionnaires provided are at the right abstraction level. While teachers might normally operate with 
more contextual information about the student, the concepts included in the questionnaire are basic for 
reacting to the student progress during a teaching session, thus it should be easy for the participants to 
relate to the scenario. Inevitably, inconsistent answers or noisy reports may be introduced in our data 
sets through this process. An efficient machine learning method, however, is able to identify patterns 
that are significant across multiple teachers (and thereby more data points) in the survey with the 
assumption that the crowdsourced data obtained is representative of the function we attempt to 
approximate via machine learning.  

Regarding specific difficulties, the participant can choose from seven options across the 5 scenarios, 
namely: (1) the furthest difficulty in the curriculum that has been presented to the student (related to 
severity 2); (2)(3) two different difficulties that need reinforcement (severity 1); (4)(5) two different 
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Figure 2. Example of the progression view displayed during the questionnaire. For each of the five 
scenarios, the participant is asked to answer four questions and her choices are represented with 
particular icons. Once the variables of one scenario/activity are completed, the questionnaire generates 
the speed and precision of the hypothetical student and questions about the next activity are queried.
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difficulties that have been mastered (severity 0); (6) one difficulty that has not been taught before 
(severity 3); and (7) frequent and tricky words. We offer two different options with severity 1 and two 
options with severity 0 because we anticipate that these difficulties will be often selected (as part of 
overlearning). By providing two separate options for each level of severity, we allow participants to 
create lessons with certain level of variation even if the class is only focused on overlearning. The 
frequent and tricky words category is included as it is not within the ordered curriculum and thus, it 
would not be accessible from a pure severity perspective. An example of this question is depicted in 
Appendix A.9 (left side). 

The question regarding the game is also generic: rather than choosing among specific games, the 
participant can choose between two games and three levels of challenge for each of them. One of the 
games is presented as preferred over the other by the student in order to give to the participant 
meaningful information about the games without mentioning details about the mechanics (see 
Appendix A.9, right side). 

With regards to content, the participant needs to specify the amount of words in the game that should 
be selected from the tricky words list (options are none, less than half, more than half and all). In 
addition, the participant has to choose the severity of the difficulties used as distractors; the options are 
the same as when selecting the specific difficulty. These two questions are depicted in Appendix A.10. 

4.3. Answer format 

For each question, the participant has to drag and drop the different option into a ranking (see 
Appendix A.7 for two examples). Alternative to only selecting the preferred option, the ranking format 
allows us to obtain much more information beyond just what the best option is, including for instance 
what is the worst option and whether there is no difference among some options (i.e. several options 
might present the same ranking). Compared to rating-based questionnaires, rankings provide less 
unbiased information as they do not require the participant to quantify their preference into an absolute 
scale (Yannakakis & Hallam, 2011; Ovadia, 2004). Note that that quantification process is affected, 
among other factors, by interpersonal differences, which interferes with any attempt to create a model 
across several users. On the other hand, the greatest disadvantage of rankings is usually their higher 
cognitive demand required by the survey participant; to minimise this, we allow participants to only 
rank a subset of the options. This does not only reduce the cognitive effort required to complete the 
questionnaire, but it also helps us minimising the number of unclear preferences. 

4.4. Participants 

At the moment of writing, the survey is still undergoing in an attempt to maximise the number of 
possible participants before the final models are deployed. To date, the questionnaire has been 
distributed among teachers working with Dyslexia Action and EPIRUS, and teachers from the Specific 
Learning Difficulties Service unit (SpLD), the group that provides dyslexia diagnostic tests and 
education support all over Malta. So far the number of teachers that have completed the survey is 5 
and the number of ranks obtained is 189.  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5. Preference Learning Decision Trees 
!
In order to find regularities in the information collected through the survey and generalise it to a set of 
computational predictive models, we decided to use a machine learning methodology based on 
decision trees (Quinlan, 1986). !
A decision tree (DT) is a basic computational model typically used for classification tasks. Unlike 
other methods such as artificial neural networks, the output of the decision tree is not directly 
connected to the exact value of the input features (e.g. the accuracy of the student in the previous 
played activity). Instead, the output is connected to particular intervals of values for each feature. 
Consequently, decision trees cannot differentiate among input samples with the same level of 
granularity as other methods, which it may turn in lower prediction accuracies on particular domains. 
On the other hand, DTs offer an excellent level of model expressivity that enables humans to directly 
interpret the models obtained. This interpretation phase is key for understanding and validating the 
lesson plan module derived from the opinions of different experts. In this context, we expect that the 
learned DTs will draw the mapping from the information extracted from previously played activities 
into an estimation of the quality of different possibilities for the next activity. !
DTs are used for regression and classification tasks but in this work we rely on rankings. This data 
format eliminates the possibility of using the standard training algorithms. One could transform the 
ranking problem into a classification task (i.e. each rank is a separate class) or regression task (i.e. 
each rank is a numerical value), but this approach adds a number of experimental biases (Martínez, 
Yannakakis & Hallam, 2013). Instead, in this section we propose an adaptation of standard decision 
trees that learn their structure from partial orders such as pairwise preferences and ranks. 

5.1. The model 

A standard DT contains a number of non-terminal nodes, each of them connected to one feature. The 
outgoing branches of the node define a complete split of the possible of values of the associated 
feature. Input samples are sorted down the tree by following the feature-value conditions specified by 
each branch. Terminal nodes or leafs are assigned to a single class (in classification tasks) or real-
value (in regression tasks) which are assigned to the samples that fall within that node. 

The structure of the tree is practically the same for rankings, with the only difference that leaf nodes 
define ranks (i.e. ordinal values) instead of classes or real numbers. Figure 3 depicts an example of 
decision tree for the task of selecting the severity of difficulty in the next activity. In this example, the 
severity of the difficulty presented on the previous activity is analysed in the root node. If the severity 
was 2 or 3, then the decision of the next severity depends on the accuracy whilst if the severity was 
below 2, the decision depends on the speed. The training algorithm automatically finds the features 
that are more relevant for the decision in each case; this example tree suggests that if the student was 
working on a difficulty already mastered or that needs reinforcement, the reading speed is sufficient to 
qualify the next severity, whereas if the student was working on difficulties with higher severities, then 
the accuracy is more important to make the decision. 

318803 PUBLIC ! /!20 38



Date: 2013/12/24  
Project: ILearnRW   
Doc.Identifier: ILearnRW_D4.3_Adaptation 

!

The terminal nodes in the sample tree are ranks from 1 to 4, and they are connected to each of the 
values branching out from the last non-terminal nodes (in this example, the severity that the game 
should present for the next activity). Note that the ranking does not indicate in which order the 
severities will be played in subsequent activities, instead the ranking quantifies the quality of the 
different options when they are being considered as the next severity. Thus, for the selection of the 
next severity we only need those branches that are labeled as rank 1. For instance, when the previous 
severity was 2 and the student obtained a low accuracy, the next activity should feature a severity of 2 
again.  

The other ranks in the tree, while are not directly applicable to the lesson planner, they can provide 
interesting insights on the experts’ practices, such as what would be the worst choice in each case. 

All the information that was made available to participants in the crowd-sourcing survey is a potential 
input for the DT, i.e. the speed and accuracy of the student in the previous games together with the 
composition of those games (severities, level of challenge, game and words used). The 5-scenario 
length used in the questionnaire allows us to create different models with variant level of memory, i.e. 
models can make the prediction based on the previous game only or any number of previous games up 
to 4. A comparison of the cross-validation accuracy of these different variants will reveal the amount 
of past information that the teachers used to make their decisions during the survey. 

5.2. The training algorithm 

Standard methods to train DTs such as ID3 and C4.5 rely on metrics dependent on the prediction 
accuracy on a particular node. The metric indicates whether it is beneficial to the prediction accuracy 
to expand terminal nodes with a feature not considered in existing branches in the tree.  
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The training algorithm that we propose for ranks follows the same principle as ID3 and C4.5 but relies 
on metrics that measure the number of correctly classified pairs. Note that a ranking can be 
transformed into several pairwise preferences without loss of information. 

When a node is expanded, the resulting leaf nodes are sorted in a particular order; thus the feature and 
ordering of its possible values (or possible value intervals) that yields more correctly classified pairs is 
selected. The expansion of nodes follows a depth-first strategy, always starting from the nodes ordered 
last. In this way, node expansions cannot alter pairs already classified by previous levels; instead, it 
only classifies pairs of input samples that fall in the same node (and thus no preference among them 
had been yet defined).  

Consequently, pairs that are classified incorrectly early in the process cannot be corrected. Therefore, 
the metric used needs to account not only for correctly classified pairs, but also incorrectly classified 
and not classified. For instance, given two alternative node expansions that yield the same number of 
correctly classified pairs, the one with a lower number of incorrectly classified (and thus larger 
number of not classified) should be preferred. For this initial study, we use Kendall's Tau (𝛕) defined 
as the difference between concordant and discordant pairs between two orders, divided by the total 
number of pairs (Kendall, 1938). More formally, we calculate the metric as follows: 

𝛕 = (ncorrect − nincorrect) (ncorrect + nincorrect + ntie)  (Equation 1) 

where ncorrect
 

denotes the number of correctly classified pairs, nincorrect
 

denotes the number of 
incorrectly classified pairs and ntie

 
denotes the number of pairs with unknown preference. For more 

details, the algorithm pseudo-code is detailed in Appendix B. 

5.3. Evaluation 

Although we have not yet gathered enough data to build a robust lesson planner, in this section we 
report an initial evaluation of the algorithm by comparing it to a standard preference learning method. 
We use backpropagation to train artificial neural networks as this method has yielded state-of-the-art 
results in other domains (Burges et al., 2005) and will, therefore, serve as an excellent baseline method 
to compare against. We use the data collected so far to train four independent predictors of the 
severity, the game, the severity of distractors and the amount of tricky words in the next activity.  

Each ranking (i.e. the answer to one question in one of the five scenarios) is converted — without loss 
of information — to a set of pairwise preferences. For instance, if a participant ranked four options 
{A, B, C, D} as {rank #2, rank #3, rank #2, rank #1}, then we create the pairs (D, A), (D, B), (D, C), 
(A, B) and (C, B), where the first option in the pair is preferred over the second; note that since A and 
C are ranked the same, no relation among them is included (as there is no clear preference for one over 
the other). It is also worth noting also that rankings are relative measures (i.e. rank #3 in the first 
scenario might have a different meaning than rank #3 in the last scenario). Hence, matching rankings 
across scenarios and across participants should be avoided. Therefore we only include pairs that 
involve options from the same ranking. The total number of pairs resulting from this conversion is 91, 
139, 91 and 32 for severity, game, distractors and tricky words, respectively. 

318803 PUBLIC ! /!22 38



Date: 2013/12/24  
Project: ILearnRW   
Doc.Identifier: ILearnRW_D4.3_Adaptation 

!

We use as inputs the scenario number, the severity and game used, and the precision and speed of the 
student in the previous activity. For each dataset, we select the best learning rate, topology and number 
of training epochs for the ANN after an exploratory analysis. The same procedure was used with the 
DT to select the maximum depth and maximum number of splits for each feature. 

Since the training algorithm for DTs is deterministic we report the prediction accuracy of a single DT. 
On the other hand, the performance of an ANN depends on its initial random weights; therefore, we 
include in the results the average and maximum prediction accuracy of ten models trained 
independently. In addition, we provide a baseline performance which is based on chance predictions 
derived by the average prediction accuracy of 10 ANNs with random weights (i.e. the average 
accuracy of random functions). The performance measure (i.e. prediction accuracy) used is the 
percentage of correctly classified pairs and it is evaluated using standard average 3-fold cross-
validation. 

As depicted in Figure 4, DTs yield models with higher prediction accuracies than the average ANN in 
all four prediction tasks, and even higher than the maximum in three out of four. While it might be 
surprising at first that DTs outperform ANNs, this can be partly explained by the feature selection 
process implicit in DTs; by discarding irrelevant features DTs can achieve a better generalisability. In 
addition, the performance values of ANNs in this dataset are highly dependent on the initialisation of 
the weights as the input features for samples in the same pair are always very similar — which leads to 
deficient training information for the weights connected to them. This characteristic of the data has 
also an effect on the proposed DT training algorithm, which opens up interesting research directions to 
enhance the algorithm in the future.  

Although the prediction accuracies obtained in this initial evaluation are not surpassing 80%, in all 
experiments DTs outperformed the baseline prediction suggesting the validity of the method and its 
supremacy over established preference learning methods in the literature. We expect that with a larger 
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Figure 4. Average 3-fold cross validation accuracy of decision trees (DT) artificial neural networks 
(ANN) — average and maximum of 10 runs — on predicting the severity, games, distractors and 
tricky words that should employed in the next activity. Baseline prediction is calculated as the average 
accuracy of 10 ANNs with random weights. Standard error is displayed as error bars on top of bars 
representing averages.
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dataset, the patterns in the data will become more salient, facilitating the creation of more accurate 
data-driven models. Low accuracies on a large dataset would indicate that there is no agreement 
among the responses of the teachers surveyed or that in a large number of scenarios the decisions are 
arbitrary. If that is the case for any of our prediction tasks, we can easily replace the specific machine-
learned model with a set of rules hand-crafted by the dyslexia experts in the consortium. Doing so 
would result to a hybrid adaptation module that contains the very best (generalisable) data-driven 
models fused with the models created through domain-expertise.  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6. Summary and Future Work 
!
In this deliverable we have defined a framework for adaptation of the iLearnRW game. Adaptation 
affects the specific difficulties and composition of the game activities that are presented at any point in 
the game by balancing the need for progression through the curriculum with the need for overlearning 
previously presented difficulties, while maintaining the student motivated and interested. This 
framework relies on modules defined in other deliverables but requires a new component for lesson 
planning. 

Rather than ad-hoc creating this model based on simplistic notions of progression or using solely the 
expertise of the partners in the consortium, we propose a data-driven crowd-sourcing survey and 
developed a new learning algorithm that couples preference learning and decision trees to 
automatically derive the lesson planner from data. The performance of the decision tree preference 
learning algorithm on the current dataset suggests that it is both efficient and superior to other 
benchmark preference learning algorithms (i.e. artificial neural networks). Since (at the moment of 
writing) only a fraction of the teachers have participated in the survey, the final models that will be 
deployed with the game have not been created yet. Hence, the obvious next steps of this research 
consist of training and analysing of the decision trees based on the complete pool of answers from the 
experts. New invites for the survey are being sent and we are expecting to gather data from up to 25 
different teachers before June 2014. The analysis of that data and the final models that will be 
integrated in the final prototype of the iLearnRW system will be reported in an updated version of this 
deliverable before its final integration to the system (i.e. before September 2014).  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Appendix A: Survey 

A.1. Initial Screen 

!
A.2. Basic instructions  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A.3. Difficulties  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A.4. Games  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A.5. Content 

A.6. Question format  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A.7. Answer format 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A.8. Demographics  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A.9. Question example: difficulty and game 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A.10. Question example: content  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Appendix B: DT preference learning pseudo-code 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Algorithm 1: Algorithm to train a decision tree using pairwise preferences

01: expand node(F, n, r,P)

02:     if F is empty or P is empty then

03:  make node n a leaf node with rank equal to r

04:  return r + 1

05:     else

06:   𝛕∗ ← -1, f∗ ←{}, C∗ ← {}

07:  for every feature f in F and possible ordered value split C do

08:      calculate 𝛕 for the pairs in P if sorted by feature f using criterion C

09:                   if 𝛕 > 𝛕∗ then

10:   𝛕∗ ← 𝛕, f∗ ← f, C∗ ← C

11:          end if

12:   end for

13:             make node n a non-terminal node with feature f∗ 

14:             for c in C∗ do

15:   create new node n(f∗ →c) by creating branch from n using condition c

16:   P (f∗ →c) ← pairs in P where both samples satisfy the {f∗,c} condition:  
  {P(f∗ →c) is the list of pairs with unknown preferences}

17:   r ← expand node(F − {f}, n, (f∗ →c), r)

18:  end for

19:  return r

20:     end if
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